
Volume 01International Journal of Robotics Research
Applications and Automation Robotics 2019

October 23-24, 2019

Page 48

October 23-24, 2019 |  Rome, Italy

International Conference on 

Robotics and Automation Engineering

Haptic Learning: Inferencing Anatomical Features using Deep Networks
Akshay Bahadur
Symantec Softwares, India

For providing haptic feedback, users have been dependent on external devices including buttons, dials, stylus or even touch 
screens. The advent of machine learning along with its integration with computer vision has enabled users to efficiently provide 

inputs and feedback to the system. A machine learning model consists of an algorithm which draws some meaningful correlation 
between data without being tightly coupled to a specific set of rules. It's crucial to explain the subtle nuances of the network also 
the use-case we are trying to solve. The main question, however, is to discuss the need to eliminate an external haptic system and 
use something which feels natural and inherent to the user. To connect the dots, we will talk about the development of applications 
specifically aimed to localize and recognize human features which could then, in turn, be used to provide haptic feedback to the 
system. These applications will range from recognizing digits, alphabets which the user can 'draw' at runtime; developing state of 
the art facial recognition system; predicting hand emojis along with Google's project of 'Quick, Draw' of hand doodles. First, we 
will start with formulating and addressing a strong problem statement followed by a thorough literature review. Once these things 
are taken care of, we will discuss the data gathering part, followed by the algorithm evaluation and future scope.
Outline: The presentation will have code excerpts for the MNIST Digit Recognition and how could we use computer vision 
technique to ‘draw’ digits on the screen. Using the same technique, we would also look at Quick, Draw implementation. In this, 
the neural network will try to recognize doodles from drawing. Subsequently, we would discuss Emojinator and the idea behind 
it, which will be followed by code walkthrough and future scope for the project. Next, we would try to detect drowsiness of the 
driver, which has a very strong use-case in the automobile industry. Subsequently, I would demonstrate Facial Recognition and the 
research paper behind the idea. Lastly, I would like to demonstrate inferencing Indian Sign Language using semantic segmentation 
and facial key points tracking.

While giving each of the demos, I would be talking about the model used. How to get the data and how to pre-process it. How 
and why to use transfer learning. Why is literature review the most important phase of your project? How contributing to the 
community helps you ultimately. At the end of the session, the audience will have a clearer look at how to start building real-world 
projects on their own.
Demonstrations
• MNIST [10 mins]
• Quick, Draw (Google) [10 mins]
• Emojinator [10 mins]
• Drowsiness Detection [5 mins]
• Facial Recognition [5 mins]
• SignNet [5 mins]
• OpenPose [5 mins]

Target audience and outcome: This tutorial is aimed at machine learning practitioners who have relevant experience in this 
field with basic understanding of neural networks and image processing would be highly appreciated. By the end of the session, 
the audience will have a clearer understanding of building vision based optimized models that can be run on low resources. In a 
developing country like India, the crux of the problem lies with the requirement of heavy resources for performing computation. 
With the help of this tutorial, I want to share my insight on developing learning models frugally and efficiently.
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